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The Annual Report on the Flight Test Safety Workshop Edition of the FTSF
Reporting from the FTSW in Seattle, including best presentation award (with slides), safety award winner, and next workshop
The First Chia Chat - reflections from the new Chairman of the Flight Test Safety Committee in his first ever column

Flight Test Safety Workshop Report

Three days of beautiful 
weather, snow capped 
mountains, and energetic 
discussion are just some of 
the ways one might 
describe the 2024 Flight 
Test Safety Workshop, 
which also announced a 
new Chairman in a 
ceremony that was one 
part Star Wars, one part 
Hunger Games, and all 
parts Turbo-tastic.  The 
transfer of control also 
included, for a first time, a 
watermelon, a symbol of 
the cultural fruit salad we 
find in many organizations 
and an allusion to a great 
talk by the same title.

Of the 165 attendees, 52 
responded to the 
Workshop survey, and as 
pictured here, 
approximately 43% 
indicated membership in SETP, another 43% with SFTE, and 25% affiliated with neither.  (For those doing mental 
math, that means some attendees belong to both SETP and SFTE.)  I think this is a good indication, suggesting the 
reach the FTSC and Workshop have outside of our traditional professional affiliations.  This loosely aligns with 
trends from previous years.

Videos from Flight Test Safety Workshop 
The Videocasts approved for public release from the 2024 Flight Test Safety Workshop in Seattle, WA are now 
available to view with this link:  2024 FTSW Seattle, WA.  If your company prohibits access to Vimeo for security 
reasons, you may have to view the videos from your personal / home computer. You can optionally click on a 
Presentation Title to open the presentation in its own window.  The FTSC requests that you handle this information 
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as background material, and not as a corporate release. If you should wish to use this information in a story or any 
other form of presentation, you must contact the presenters or appropriate corporate representatives to ensure that 
the presentation material can be viewed in the proper programmatic context. The FTSC expressly forbids the use of 
this presented material in connection with any press release or article without the written consent of the authors.
 

Review of “Handling Human Failings in Flight Test: 
‘Breaking the Chain’ vs. Effective Organizational Safety 
Management”

Stuart “Chia” Rogerson

Review
At the 2024 North American Flight Test Safety Workshop, the Dave Houle Award for Best FTSW Presentation 
(sponsored by Bombardier) was presented to Mr. David Webber from the FAA for his presentation, Handling 
Human Failings in Flight Test: “Breaking the Chain” vs. Effective Organization Safety Management. 
Congratulations to Mr. Webber!  Mr. Webber’s presentation is available now to watch at 
https://www.flighttestsafety.org/2024-seattle-wa along with the other presentations from the Workshop. 

This presentation was centered on the X-31 accident on January 19, 1995, which occurred due to the pitot probe 
freezing resulting in an aircraft departure from controlled flight and subsequent ejection by the test pilot due to the 
improper airspeed input to the flight control laws.  Mr. Webber was a Test Director (TD) for the X-31 program and 
on the day of the accident he was assisting the TD as the Notetaker in the control room, so he has a significant 
amount of knowledge on this accident.  I learned quite a few new things through the entire presentation about this 
accident that I had never heard before.  For example, the pitot tube configuration with no heat (Kiel probe) was 
installed 20 months earlier and had been flown for over 300+ flights.   In his presentation, Mr. Webber first sets the 
stage for the accident with some background on the program and this particular flight which in turn starts to 
highlight the latent failures that existed, showing how the Swiss cheese holes lined up for the accident to happen.  
After this initial introduction, about twenty minutes of the NASA produced video "X-31: Breaking the Chain: 
Lessons Learned" was played for the attendees.  The entire video is available online: 
https://www.youtube.com/watch?v=x1E3xpePbmA.  I am a huge fan of this video, and it is an excellent resource 
for introducing new aircrew and reminding experienced aircrew about the principles of flight test CRM. 

Following the video, Mr. Webber spent most of the time conducting a deep dive identifying and explaining the 
latent and active failures that led to the accident.  One example was the Aircraft Flight Manual and its Return to 
Base checklist had not been updated to reflect the inoperative pitot heat.  Interestingly, the Keil probe was added to 
address a departure that occurred during a split-S maneuver to 60 degrees of AOA to improve the air data accuracy 
at high angles of attack.  Good intentions led to an unexpected negative outcome.  One of the key points of the 
presentation was a discussion on the loss of tribal knowledge from the highly experienced engineers, FTEs, and 
pilots who participated at the beginning of the program.  Most of those folks had moved on to other test programs at 
the time of the accident, and without proper documentation of their knowledge, there were significant gaps in the 
knowledge for the replacement team members.  Mr. Webber then spends some time discussing how an organization 
needs to evolve as the aircraft matures.  Most test programs are reactive at the beginning relying on individual 
knowledge and hypotheses that are proven or disproved as the test program advances.  However, as the aircraft 
matures and knowledge is gained, the program needs a proactive approach with managing safety risks.  This 
includes simple tasks like updating the flight manuals to reflect the current configuration.  Mr. Webber proposes 
that this transition from reactive to proactive may require a planned pause to ensure a proper audit is done on all 
flight documents and tribal knowledge to ensure it is properly documented for those coming into the program.  In 
the end, Mr Webber leaves us with the same challenge he presented at the beginning.  What would you do if, “You 
had 2 minutes to solve a problem…” just like the X-31 flight test team did.
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Mr Webber shared the abstract below and his slides, which are included as an attachment to this pdf.

Handling Human Failings in Flight Test: ‘Breaking the Chain’ vs. Effective Organizational Safety 
Management - Abstract 
This presentation is a reflection of sorts on a 30+ year career, and utilizes the 1995 X-31 flight research accident as 
an example of the importance of ensuring flight test procedures and documentation are updated as the flight 
program matures.  The presenter was an X-31 test conductor who was a member of the flight test crew on the day 
of the accident.  Building on NASA’s X-31 “Breaking the Chain” documentary, he recounts and clarifies some of 
the key engineering, organizational and interpersonal circumstances that set the stage for the accident.  He offers 
that, due to the workings of our brain in high stress environments, it is critically important to assure that flight test 
programs periodically build in planned reviews and updates of operational documents to assure that effective 
operational procedures are put in place or continually improved.  In the case of flight research projects or new 
and/or highly modified designs, this pause must happen before ops tempos are increased and/or the inevitable 
turnover in personnel occurs on the project (before the “ringers” leave for the next project).  The suggestion is for 
flight test operations to plan these cross-functional reviews/audits into the flight schedule to drive the necessary 
updates and weed out incorrect knowledge and procedures, regardless of the original intended duration of the flight 
test program.
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Flight Test Safety Committee - Calendar of Events

Flight Test Safety Workshop 2025 Announced

When: 6-7 May 2025
The Koury Convention Center in Greensboro is the likely location for next year’s 
event.

European FTSW ~ November 2025
https://www.flighttestsafety.org/workshops

Chia Chat Stuart “Chia” Rogerson

The annual North American Flight Test Safety Workshop held in Seattle, WA wrapped up in early May.  This was 
once again a fantastic event with some great tutorial topics, presentations, and of course networking.  I especially 
want to thank Bob Stoney (F) for being the Workshop Chairman as well as our sponsors, presenters, SETP staff and 
attendees.  I cannot thank the presenters enough for taking the time to put together their presentations.  Your 
willingness to commit to share your lessons learned with the greater flight test community is critical to supporting 
the FTSC’s mission.  I also want to thank our attendees for setting aside their precious time and financial resources 
to attend this event so you can bring back those lessons learned to your own organizations.  

The link to the recorded presentations was provided earlier in the newsletter, so please check out the videocasts and 
use them to help train and educate your flight test teams. They are an excellent resource to ensure we pass along 
lessons learned from the Workshop to the rest of our organizations.  There are so many good presentations, so I 
hope those that were unable to attend take the time to watch all of them and if you want to know more about 
“Walter the Watermelon” you will definitely need to watch "Safety Culture Fruit Salad." 

In addition, it is especially important we watch those that have lessons learned that are tragically written in blood. 
Mr. Reynaldo Enriquez's (Deptarment of the Air Force) presentation on the "Accident Investigation Board Results 
From a MQ-9 Fatality Mishap" is a must watch to ensure something like this does not happen again.  The lessons 
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learned from this accident apply to all flight test operations, not just unmanned aircraft. Please honor the memory of 
the individual who lost their life in this mishap by getting those lessons out to the larger flight test community.

Finally, please mark your calendars now for 2025 and save these dates.  First, we will be holding the North 
American FTSW in Greensboro, NC May 6th and 7th.  This will be the first time the event will be held on the new 
2-day schedule.  Second, Pipistrel is planning to host the European FTSW in early November 2025.  Exact dates are 
yet to be determined, but the location should be Trieste, Italy.  I hope most folks can make at least one of these 
events.  Meeting in person is critical to create the best lines of communication between the different flight test 
organizations.  Those personal connections you make at the Workshops will last the rest of your professional career 
and those benefits are incalculable.  

After multiple years of dedicated and exemplary service to the flight test community, Art “Turbo” Tomassetti 
officially handed over the Chairman position for the Flight Test Safety Committee at this Workshop.  I am honored 
to be selected by the board to serve as the next Chairman of the FTSC. Turbo did a fantastic job these past few 
years as Chairman and I am excited to see how we can continue to advance safety for the greater flight test 
community.  Of course, Turbo gave us “Turbo Talk”, so it seemed only appropriate that we continue that tradition 
with the “Chia Chat.”  I hope this small section of the Flight Test Safety Fact will at least come close to what Turbo 
did for the flight test community over these years.
 
Based on the Tutorial topics and other discussions at the Workshop I hope to focus the FTSC on a few areas.  First, 
there is a lot of pertinent discussions about SMS especially with the recent FAA Part 5 mandate changes for Part 21 
certificate holders.  The FTSC is a unique position to help organizations find their way as they implement and 
mature a successful SMS, so the committee will hopefully be providing more resources to assist with that goal in 
the near future.  Secondly, one of the FTSC’s mission objectives is to “to gather, provide and maintain a 
user‐friendly online repository of flight test safety information, and enable unrestricted access to that system.”  
There has been a significant technological leap in recent history in this area, and it is the right time that we as a 
committee try to adopt some of these newer capabilities to ensure the greater flight test community has easy and 
ready access to the best safety material out there.

As Chairman, I am going to try and keep our online presence active throughout the year.  My primary vehicle for 
this will be via our LinkedIn site.  If you are a member of LinkedIn and do not follow the Flight Test Safety 
Committee, please ask to join the group either via this link (https://www.linkedin.com/groups/3834383/) or 
searching for the “Flight Test Safety Committee.”  If you are already a member, please invite other flight test 
professionals you know to join as well.  I would love to see a discussion of best flight test safety practices, lessons 
learned and incidents throughout the year to fill the gap between the Workshops.  Maybe a future presentation topic 
will come out of these discussions.

In addition to emails and social media, don’t forget to check out all the resources available at 
https://www.flighttestsafety.org/.  When was the last time you checked out the REFERENCES/RECOMMENDED 
PRACTICES tab to see all the available information there?  Remember any new items are highlighted in yellow 
with the latest addition being “Test and Evaluation Crew Resource Management.”  Have a high-altitude test 
program coming up?  Have you recently read the High-Altitude Testing paper on this tab?  There are so many good 
resources available, so make sure you are regular visitor to our website ensuring you are refreshing your memory 
on best practices and lessons learned.

I want to also thank Mark Jones Jr. and Turbo for their tireless efforts and continued production of our two digital 
products, the Flight Test Safety Fact (FTSF) and the Flight Test Safety Podcast.  It is a lot of work putting these 
together and I truly appreciate their dedication to creating quality content for the flight test community.  As well, 
both are excellent resources to be shared amongst your flight test organizations.  As always, please provide 
feedback on these products and suggestions for new content.  

5

Flight Test Safety Fact 24-07 July 2024

https://www.linkedin.com/groups/3834383/


I once again want to thank the FTSC board for trusting me with leadership of the FTSC for the next few years.  I 
am excited to see what we can continue to do to support the FTSC’s purpose “to initiate and sustain a flight test 
related safety organization intended to promote flight safety, reduce the risk of mishap, promote risk reduction 
management and continually improve the profession's communication and coordination.”  If you have any further 
comments or questions, please feel free to reach out to me at chairman@flighttestsafety.org.                             Chia

Latest Podcast: Go, No Go, or Glide? Art “Turbo” Tomassetti

Find the answer in this month’s podcast.  If you heard someone say:
“I think I can get this done,” would you be hearing a positive attitude or a 
prelude to risk?  This month, Turbo interviews Mike Meier about flight testing 
competitive hang gliders, decision making, and lessons learned along the way.  
Learn more about Mike here: https://meiersafe.com/about-mike-meier/, and on 
the FTSC website, there are links to Mike’s paper and a previous FTSW 
presentation video.  You can subscribe to the Flight Test Safety  Channel 
podcast in iTunes, Spotify, Podbean, Google, and Amazon Music’s 
FTSCChannel.  

You can also share the link: https://flighttestsafety.org/ftsc-news/flight-test-safety-podcast-channel.  

Contact the Flight Test Safety Fact Mark Jones Jr, Editor
mark@flighttestfact.com

Stuart “Chia” Rogerson, Chairman              chairman@flighttestsafety.org
Susan Bennett, FTSC Administrator susan@setp.org
Society of Flight Test Engineers                           edir@sfte.org
Society of Experimental Test Pilots                      setp@setp.org
AIAA Flight Test Group                                     derek.spear@gmail.com
Connect with us by joining the LinkedIn Group: “Flight Test Safety Committee.”
Website: flighttestsafety.org 
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Handling Human Failings in Flight Test:
“Breaking the Chain” vs. Effective Organizational 


Safety Management
2024 Flight Test Safety Workshop, Seattle WA, 30 April 2024


David Webber, FAA Flight Test Engineer and former X-31 Test Conductor







You’ve got 2 
minutes to 
solve a 
problem…
“Prepare for the unexpected, 
expect to be unprepared”







January 19, 1995


• Last flight of 3 flight day


• Last planned flight of program


• Low Risk mission
• Parameter ID flight
• Conventional Envelope – straight & level
• “customer” desire to fly at 28kft


• Cloud base at ~21-22kft


• “just give us as high as you can”


• Temp Ops Procedure for FTB stated that it was cleared for ops >20k







NASA-Dryden Control Room layout


Senior Ops Rep


Test Conductor


Note taker (TC)


Project Management/
data customer


Discipline engineers


Propulsion


Structures


Flight Controls


Systems







Other programmatic situation


• Over 500 flights on ships 1 and 2


• Tactical Utility evaluation complete


• Flight 292 for Ship 1


• Rockwell/MBB teamed up on JPATS Ranger 2000 program


• Several key personnel supporting “the next effort”


• New personnel have backfilled to support X-31







Problem Solving
We need the prefrontal cortex, the Smart
Brain best able to help us in problem solving.


…however…


Under stress, the amagdyla, part of the Emotional Brain can filter our 
ability to problem solve…
…it relies on trained responses


In a very real sense, this is why we often state, as flyers; 
“…our IQ drops 40 points once we depart the flight brief…”







Common stressors 
• Anger, fear, anxiety, or even extreme excitement


• Perception of danger


• Tribal acceptance


Kinda describes flight test, no?







Reason’s “swiss cheese” model


YOU are here


Holes due to latent 
failures


Holes due to 
active failures







X-31 “Breaking 
the Chain”
NASA-Dryden FRC







Reason’s “swiss cheese” model


YOU are here


Holes due to latent 
failures


Holes due to 
active failures







Latent failures
• Pitot Heat removed - no “inop” label or removal of pitot switch
• Hot mic was substandard
• No published procedure to select R3 without alert
• TOP for removal of pitot heat not published
• AFM not updated
• Return to Base checklist not updated


• Failure to relay necessary configuration information
• Failure to identify that airdata was incorrect
• Failure to avoid visible moisture
• Chase not privy to airdata/FTB discrepancy


Active failures







Timeline
• Fall 1986 Program start – DARPA/Rockwell/MBB/Navy/GMOD


• Oct 1990 – First Flight, Palmdale, CA


• Dec 1991 – Move to NASA-DFRC- International Test Organization (ITO) 
established


• Summer 1992 - establishment of “maneuver milestones”
• Sustained, controlled, flight at 70°α – Sep 1992


• 360° Velocity Vector (VV) rolls at 70°α – Sep 1992


• Rapid, entry to post-stall (PST) flight – Nov 1992 - departure


• Final HW mods - Apr 1993 


• May 1993 –Carefree Post-Stall HQ achieved


• 1993-94 Tactical Utility evaluation/HMD/Quasi-tailless


• Jan 19, 1995 – Loss of Ship 1 during low risk test flight


Initial Test pilots - Fred Knox, Dietrich Seeck, 
Ken Dyson, and Karl Lang at Palmdale 


~300 flights and 20 months since modification
Not one pilot remembered that pitot heat had been removed







• 7 distinct entities formed into a single “ITO” in 1991


• Collocated at NASA’s Dryden Flight Research Center


• Oversight council chartered to prioritize goals
• Demonstrate Carefree Post-Stall flight


• Assess unique Enhanced Fighter Maneuverabilty (EFM) 
technologies


• Prepare for the tactical evaluation


• Each functional area would be lead by the “best” 
individual


• Once immersed in the technical issues, participants 
quickly focused on a common vision - organizational 
barriers dissipated 


• X-31 was a low-cost technology demonstrator – all 
decisions were made with this in mind


International Test Organization







Envelope Expansion
• Initial Simulation Models did not match early 


post-stall envelope expansion


• Strakes added to restore basic design C
mα and 


recover elevon authority


• As Post-Stall expansion continued into dynamic 
entries and post-stall maneuvering, a departure 
occurred during a split-S to 60°α – this event led 
to several hardware changes


• Nosecone radius and nose strakes added to drive 
symmetric vortex shedding from nose at high-α


• Airdata boom modified with (unheated) “Kiel” probe 
to aid accuracy of airdata, along with wedge to 
improve β accuracy at high-α


Simulation based on “area ruled” fuselage – 
TVV actuators delivered an effective “strake” 


that assisted C
mα at high-α


As built – “area rule” abandoned to save 
manufacturing costs







Programmatic risks illustrated
Schedule


• Unheated Kiel Probe installed in 1993 along with several other “quick” modifications towards 
completion of envelope expansion – mission rules unchanged


• Hot Mic known issue – not considered important enough to fix - control room not aware of 
chase pilot work arounds – chase pilot assumed to be integral part of the “crew”


$$$’s


• By 1993 and into 1994, with envelope expansion complete, and X-31 involved in Tactical utility 
evaluations – key members of the X-31 team started working “the next program”


• Throughout envelope expansion, OEM FCS designers/experts were a normal part of the control room


• OEM Test Conductors (brought in to replace others who were now working “the next program”) were new to 
project and only learned from what had been documented on the aircraft







Reliance on automation
“R1” = Reversionary Mode 1


FCS mode designed to handle INU failures


“R2” = Reversionary Mode 2


FCS mode designed to handle failures of 
angle-of-attack (α) and/or angle-of-sideslip (β) 
sensing


“R3” = Reversionary Mode 3


“Fixed-Gain” FCS mode in a limited envelope 
designed to handle Airdata failure


Pilot action required to enter any R-mode


Reversionary Mode panel:
Guarded R1, R2, and R3 buttons


Would illuminate if system recognized failure


AFM did not publish pitch/power/airspeed 
relationships, nor did we train to select R-modes 


outside of a test requirement







Making new people as good as the old
“Good enough” for a Research program often assumes a high level of individual knowledge 


This may not be good enough as inevitable turnover and change occurs... 


As an aircraft system evolves from it’s original design/purpose – dependence on individual 
knowledge must be replaced by an operational mindset – the program must mature


On January 19, 1995, I found myself between the OEM systems engineer who KNEW the pitot heat was 
inoperative and a relatively new, but senior in age to me, OEM test conductor who needed to be convinced 
that the pitot heat was, in fact, not hooked up, before relaying what seemed to him to be incorrect 
information... An unacceptable situation considering how critical the anomaly we were experiencing was


This was a failure of us, the ITO, in not assuring that our understandings were captured in  
documentation - newcomers did not have access to critical knowledge of the aircraft







Compensating for stressors 
• Anger, fear, anxiety, or even extreme excitement


• Proper R&R
• Healthy lifestyle
• Good organizational culture
• Proper training
• (correct and complete) Procedures/Checklists
• …


• Perception of danger
• Training to cope with dangerous situations 
• Appropriate Risk management (I’m aware of this danger, and I know how to manage it)
• …


• Tribal acceptance
• Common mission
• Open lines of communication
• Inclusion
• Non-retribution environment
• …







Organization must evolve with the aircraft 
Reactive approach – “Breaking the Chain”


• Useful for R&D – everything is a hypothesis


• Large dependence on individual “profound knowledge” – ability to “connect the dots” 


• From early flights “reality” emerges from the “imagined”


• Proactive approach – “Systematic approach to managing safety risks in 
ops”


• Required prior to “opening the door” to routine ops 


• Obligation to assure documents are updated – express “reality” – strive to improve


• Ask – Have we collected the pearls, and consolidated them in useful, standardized 
documents?  can I train my replacement effectively?  Are these documents sufficient 
to support them, in my absence?  Can they solo?


Perhaps a planned pause? Audit Flight manual, update checklists, revise/incorporate gouge/temporary operating procedures







You had 2 
minutes to 
solve a 
problem…


If it’s not in THE 
BOLDFACE… …it may not be 
accessible here when you need 
it…







Questions/discussion





